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Introduction

Insert a little about who the presenters are

Data shown in this presentation is the result of research funded by the Department of 
Homeland Security.  

Currently in year 1 of a  2 year program
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Volatile Memory (RAM)

� Static RAM

� Dynamic RAM 

Non Volatile Memory 

� Flash (NOR, SLC, MLC, eMLC, TLC, etc.)

� F-RAM

� ReRAM

� M-RAM

� PRAM

Types of SSDs
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Where Do You Typically Find SSDs?

SSDs are gaining rapidly in popularity

Common places to see them today

� Many laptops

� Most Ultrabooks

� EVERY MacBook Air

� Other??
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Anatomy of a Hard Drive

Write operations

“Deleted” files are not really deleted.  Data 
remains static and available

Forensics techniques have been 
developed over the last 30 years

Tools and techniques well established
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Platter Based Drives

Deleted data is not deleted. 

Information stays unchanged until overwritten

Logical Block Address (LBA)

� Logical representation to OS of the hard drive

� This is an abstraction provided by firmware/drive controller of the physical storage 
locations on the drive

� The OS provides a LBA and then the drive controller converts it to cylinder-head-
sector (CHS) or equivalent. 
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Platter Based Drives

Spare sectors

� Spare sectors designed to compensate for physically bad sectors on platters

� Total amount of spare sectors is very low (~1% of drive capacity)

� P-List (Primary defects), G-List (Grown defects)

� During use, if firmware detects sector is bad, substitutes a spare sector

� Old data in bad sector is still there but it’s a BAD sector and probably unreadable

� Sector remapping invisible to operating system

� Overprovisioned capacity on drive from manufacturer
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Platter Based Drives

Existing forensics techniques are done on LBA only

� Images are made of LBA 

� MD5/SHA-1/SHA-256 hash is taken of that LBA image

� Hash is considered instrumental in demonstrating the image is accurate and unchanged

� Chain-of-Custody and admissibility of evidence relies heavily on hash

Any data outside of LBA is ignored

� Can’t get to BAD sectors without bypassing firmware

� Very small amount of data

� Data is supposed to be corrupted anyways

� SMART hackers
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Anatomy of a Solid Sate Drive

NAND memory chip based storage 
devices

Limited longevity of NAND chips

Heavily controller based device

Extremely new technology

Forensic techniques are all adopted 
from traditional hard drives
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NAND 
Flash 

Memory

Controller

SSD Components

Controller is very powerful and complex 
device for managing NAND chips

Many different components of SSD at 
lower level

Additional functions available due to 
sophisticated controller
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SSDs Look Like Hard Drives to Computer

SSDs still present the storage area using LBA concept to the computer and OS

Instead of mapping LBAs to CHS like on platter drives, they map to individual NAND 
chips and pages of memory on the chips

The Flash Translation Layer (FTL) converts between the NAND flash pages and the 
traditional CHS concept for the OS
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But SSDs Have Differences Underneath

Unique characteristics for NAND memory based devices

Some characteristics are relevant to forensics

NAND memory must be erased before it can be overwritten

� Unlike magnetic media, writing to device is 2 step process.

� Makes overwriting used space slower

NAND memory can only be erased in blocks

� Similar to slack space phenomena on a 512 byte hard drive sector

� Much larger in size- 1MB

NAND memory chips have a limited number of writes

� Write amplification exacerbates this issue

14
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Concepts Unique to SSDs

Description of SSD specific concepts

� TRIM

� Garbage Collection

� Write amplification

� Wear leveling

� Over provisioning
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Anatomy of NAND Chip

Typical Micron 64 GB device, there are 
8,192 blocks, with 256 pages per block, 
and 4,320 bytes per page. 

Each page has 4,096 (4KB) storage bytes, 
and the rest is for error correction coding 
and management

Other flash memories have differing page 
sizes, but 4KB and 8KB typical for memory 
used on today’s SSDs

Limited number of writes in lifetime ~5000 
cycles/page
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TRIM

For a normal HD, controller provides the entire LBA to the OS to manage via the file system

OS typically marks a file as deleted in the FAT and moves on, no other action is performed for 
a deleted file

Reusing NAND memory is a 2 step process (erase memory page + write new data to page)

SSD write performance can be increased by pre-erasing memory pages

TRIM command added to ATA spec 

Allows OS to inform drive controller 

of portions of the LBA corresponding to 

deleted files that can be released/erased
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TRIM

The OS does not control the erasing

Sectors are specified by OS and controller does the work from there, invisible to the OS

TRIM requires OS support

� Yes: Windows 7, 8

� No: Linux, Windows XP

The drive does not have to erase those sectors immediately after TRIM, but many do
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Garbage Collection

Garbage Collection is an function where the SSD controller clears up free space to allow 
for new data

Recall NAND characteristics

� Overwrites require a erase before a write

� NAND memory can only be

erased by the block, not page

Pages typically 4 KB in size

Blocks typically 1 MB in size
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Garbage Collection

Example: A file with 4 KB of contents within a 1 MB block is deleted

� Can not free up that data space until the entire block is freed up.

� Must move all the valid data within the block (1MB less the 4KB) to a second block, 
then erase the first block

� Then erase the entire block to make it available

To free up 4 KB,  the controller needed to rewrite almost 1 MB of data

Write amplification through Garbage Collection causes additional wear on the limited-use 
flash memory and decreases time to failure for SSD

20
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Wear Leveling

Certain parts of the LBA are used more often than others

� Boot Sector

� FAT for each partition

Since NAND flash has a limited number of write cycles, static mapping of LBA to NAND 
pages would cause portions of SSD to fail before others

Wear Leveling allows SSD controllers to dynamically remap LBA-NAND pages and 
increase SSD longevity
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Over Provisioning

SSD controllers compensate for Write Amplification and Wear-leveling by over-
provisioning the SSD

25% overprovision = 25%+ longer life span of SSD

� Decreases the frequency of 

Garbage Collection

� Increases the NAND pages 

available for wear-leveling

23

Overprovisioning

The LBA that the OS sees still contains the specified memory capacity

SSD controller dynamically maps NAND pages to LBA sectors using the FTL

Changes are invisible to OS
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SSD FTL
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Problem Statement

Based on how SSDs work, two fundamental problems for Forensic practitioners

� Problem 1: Existing platter based techniques fail to address Chain-of-Custody 
concerns because hashes of drives/images can change

� Problem 2: New sources of data exist on SSDs that cannot currently be analyzed 
by platter based techniques

Existing techniques do not allow us to access all the data and are flawed for the 
data we can access!
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Problem 1

Existing forensic approach- Image LBA (includes unallocated space) and hash the image

Should be able to verify the image is valid by hashing the hard drive LBA and comparing

With SSDs, if a TRIM command has been issued, the data in the LBA will change

Hashes will not match!
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Problem 1 Schematic
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Problem 2

With all the new techniques used by SSD controllers to address NAND longevity and 
Write Amplification, new sources of forensic data have been created for SSDs

� Overprovisioning area (perhaps 10%-25% of the stated capacity of the SSD) 
contains live user data

� Forensically interesting data moved outside of LBA
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Problem 2

• Unlike platter based HD, SSDs deal with the over provisions space differently. 

• In an HDD, the spare space was unused unless it is needed to remapped for a 
specific bad sector 

• In an SSD, the overprovisioned space is used continuously, 

� Mapping to LBA sector is not static but can change frequently

� Constant change allows wear leveling of entire memory array

� Zero or few ‘spare pages’ in an SSD held back

� Forensically valuable data can appear at any location in the memory array at 
any time, not just when some pages fail
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SSD Overprovisioning

31

SSD Overprovisioning
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Problem 2

If you bypass the SSD controller and FTL, you can access each NAND chip directly

Allows access all data on the device

Not limited to LBA presented by SSD controller

Physical Block Address (PBA) is the entirety of the NAND storage space on the device

The PBA can contain approximately 25% of the SSD’s capacity of real user data!

33

Research Efforts

DHS is funding significant amount of research on these SSD problems

� Examined over 100 drives

� Created and maintain a database of most known production SSDs and their inner 
workings

� Numerous drives were examined in great depth

� Disassembled (chip off)

� Known data written to drives

� LBA and chip off data was reviewed and compared

� Examined the workings of controller chips from all major manufacturers

34



���������	
�	 �
��
����

����������	������
������������������� 
!�"�#��$%�	�����
������������������� �@

General Findings

Drive and NAND flash manufacturers not very important

Controller manufacturer is most important element

� Controller is the brains

Drive manufacturers change their controllers so model number is important to help 
identify controller used

Some SSDs of the same model 

used different controllers!
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General Findings

Data on NAND chips encrypted by some controllers, sometimes also compressed

� AES encryption

� Encryption key is highly protected by controller

� Makes chip off very very difficult 

(useless)

� Some manufacturers: Drive wiping 

is simply regenerating new encryption 

key 

� Data is still there, but undecipherable
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Problem 1 Findings

After deleting a file under Windows 7, TRIM is issued within about 15 seconds

Some SSDs leave a trace of the data behind after TRIM, about 1%

� Depends on the particular FTL implementation.  May be indicative of a software bug 
in the controller firmware

� The 1% was spread throughout the memory array
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Problem 1 Findings

If the computer sends TRIM command and Garbage Collection occurs, LBA and therefore 
hash changes.

If TRIM is not issued (or blocked) data will not change (unless uncompleted GC command 
remains)

We monitored SSDs under Linux and Windows XP and verified no TRIM commands sent to 
the SSD

Some device manufacturers perform GC in the foreground- therefore if no WRITES are being 
issued, no GC is happening!

Suggestion: Use HW write blocker and document SSD i mage like you would a cell 
phone image
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Problem 2 Findings

Problem 2 requires considering new forensic approaches for SSDs

Option 1: Treat the SSD same as a platter based HDD

� Pro: Uses same tools and techniques that investigators are familiar with today

� Con: 

� Data in the over provisioning space is not recovered

� Inconsistent LBA hash due to TRIM (unless blocked)
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Problem 2 Findings

Option 2: Read the memory chips on the SSD by removing them from the SSD (de-chip)

� Pro: Recovers ALL data on the SSD.

� Con: 

� The operation is destructive

� Requires deep expertise to make sense of the data

� Does not work if encryption is used.
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Problem 2 Findings

Option 3:  Read the memory chips on the SSD while still installed on the SSD

� Pro: 

� Recovers ALL data on the SSD

� The operation is non-destructive.

� Con: 

� Requires deep expertise to make sense of the data 

� Does not work if encryption is used

41

Problem 2 Findings

Option 4: Gain access to backdoors on SSD controller

� Pro: 

� Recovers ALL data on the SSD

� The operation is nondestructive

� Should make it easier to make sense of the data

� Con: 

� Requires highly confidential information from controller manufactures that they 
are not willing to provide.
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Problem 2 Findings

As part of our research, Option 3 was explored in detail

Created hardware to allow non-destructive extraction of NAND chip data while still on 
SSD

NAND chip mapping to identify data

Limited public disclosure of breakthroughs
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NAND Chip Mapping

• Wrote software to map data as it physically resides on NAND memory chip

• Wrote test data to SSD, extracted PBA, identified location of data

• Gained insight into data structures and controller algorithms 

• Quickly identify data outside of the LBA

44
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NAND Chip Mapping
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NAND Chip Mapping

Zooming in, identify patterns regarding NAND pages usage
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NAND Chip Mapping
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Summary- Why is SSD Forensics so hard?

SSD Manufacturers do not divulge information.

SSD Controller manufacturers do not divulge information.

Manufacturers concerned about misuse by bad guys and end users.

Manufacturers have the opposite goals from forensic investigators.

� Appear to protect the privacy of their users

No external pressure from government agencies or enterprise customers...yet.
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Current Forensic Process

Capture and acquire image ASAP, keep device 
powered down until imaged

Depending on controller manufacturer, using a write-
blocker can reduce the image of TRIM and GC

Access via normal data interface (SATA, SAS, PCI)

Document chain of custody just as you would a cell 
phone
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Future Forensic Options

Technology currently being developed which will allow 
direct read of flash memory

� Does not require chip-off (non-destructive)
� Highly portable: fits in your pocket and powered from SSD
� Provides access to the PBA
� Supporting software will identify unique PBA blocks not 

found in the LBA
� Import data into EnCase for analysis
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Discussion

Group discussion

� Anyone implementing a different process for SSDs vs. Platter with respect to the 
forensic analysis of SSDs?

� Anyone interested in participating in beta testing?

Questions? 

Contact information

� David Sun, dsun@s34a.com
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